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Abstract „ We propose a novel framework for up-
conversion of depth video resolution in both spatial and time 
domains considering spatial and temporal coherences. 
Although the Time-of-Flight (TOF) sensor which is widely 
used in computer vision fields provides depth video in real-
time, it also provides a low resolution and a low frame-rate 
depth video. We propose a cheaper solution that enhances 
depth video obtained from a TOF sensor by combining it with 
a Charge-coupled Device (CCD) camera in 3D contents 
which consist of 2D-plus-depth. Temporal fluctuation 
problems are also considered for temporally consistent frame-
rate up-conversion. It is important to maintain temporal 
coherence in depth video, because temporal fluctuation 
problems may cause eye fatigue and increase bit rates on 
video coding. We propose a Motion Compensated Frame 
Interpolation (MCFI) using reliable and rich motion 
information from a CCD camera and 3-dimensional Joint 
Bilateral Up-sampling (3D JBU) extended into the temporal 
domain of depth video. Experimental results show that depth 
video obtained by the proposed method provides satisfactory 
quality1.

Index Terms „ TOF sensor, depth video, up-conversion, 
resolution, frame-rate . 

I. I NTRODUCTION

Recently, the depth sensor has been widely used in computer 
vision research fields. It is generally classified into three 
categories: the laser scanning method, the stereoscopic 
method, and the range sensor method using Time-of-Flight 
(TOF) sensors. The laser scanning method provides an 
accurate reconstruction of 3D objects, but its acquisition 
process is time-consuming, and the device is expensive. It has 
been widely used when reconstructing 3D modeling or 
making a test bed for evaluating the performance of 
stereoscopic methods [1], [2]. However, its application is 
limited to static scenes only, since it scans 3D geometry 
information in the unit of a line. Stereoscopic methods 
estimate a disparity map using multiple images taken by two 
or more cameras. The estimated disparity map can then be 
converted into a depth map using  camera parameters. 
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Fig. 1. An example of a 3DTV system. 

Range sensor methods using TOF sensors estimate the 
distance between a sensor and object using a pulse of light. 
The time taken for the pulse of light to reflect from the object 
back to the sensor is used to estimate the depth. These 
methods are cheaper than a laser scanner device, and can be 
used in real-time applications. In other words, range sensor 
methods using TOF sensors can provide depth video in real-
time, whereas 3D laser scanning is very expensive and limited 
to the static scene. However, these methods provide low 














